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Why PACE?

e Reduce O&M costs

— More cost-effective use of computing resources

» Accurately determine platform configurations that meet performance requirements.

* Plan system capacity to meet future performance demands.

* Reduce hardware costs with fewer deployed servers.

» Establish a“ Buying Guide” for site planning to accommodate new and upgraded
applications

— Reduce costs for software licenses.

* Develop systems engineering processes for USIGS
Integration
— Start early in USIGS life cycle to create the right “culture” for
development

— Apply state-of-the-art commercial practices and tools to insure quality and

cost-effective devel opment practices
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Why PACE?

e Reduce costs for fail-over back-up systems
— Consolidated server can provide back up for multiple systems
 Movetoward elimination of overlapping
application functional ity

— Consolidated applications can share data, services, and support
applications
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What 1s PACE?

Methodol ogy

— documented approach for conducting performance analyses
e Capacity Planning

— plan for anticipated load and usage changes
Tuning and Troubleshooting

— 1dentify individual application issues and make platform changes
to improve performance

e Tools

— use sophisticated commercia products and customized publicly
available software
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What 1s PACE?

e Consolidated Installation Procedures

— reconcile installation procedures for convenient installation of
consolidated applications

e Consolidated Database Services

— determine database server configuration to support multiple
applications
* Version Reconciliation
— determine version compatibility for supporting software to avoid
redundancy
e Buying Guide

— catalogue of configurations and performance characteristics
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PACE in the Application Life Cycle

Maintain
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Conceptual Design for Performance
Analysis

Load

Generation
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PA CE Methodology

Iterative 5-step Process for Sngle and Consolidated
Application Platforms

o Application Installation

o Application Characterization
e Load Generation

e Testing

 Anayss

28 October, 1999
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Application Installation

 |ngtallation as per application documentation.

o Understanding required administrative tasks; e.qg.,
setting up user accounts, audit management
backups.

* Integration onto consolidated platform - after
individual application characterization.
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Application Characterization

o |dentify processes, COTS utilization; e.q.,
SYBASE

o Determine profile; e.g. memory usage, 1/0
regquirements, network utilization

 Establish usage scenarios, how is application
typically used at sites

o Variety of software toolsto examine application in
guiescent and active states
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| oad Generation

e Simulate real-world usage by recording actual
usage and replaying in test |aboratory.

« Scaling smulation for in-the-field conditions; e.g.,
number of users, hw and sw configurations.

* Create multiple application loading scenarios; e.qg.,
heavy, medium, light.

e Rationa’s Performance Studio automates much of
the processing
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Using Performance Studio

. Rational Administrator
File Edit “iew Inset Tools Help

[o=ekinngn-oN

BAPSLESRECEY

o Computers

w Projects
§ S0L Anywhere Database Servers

FarHelp. press F1

=& Pational Administratar Property [ Value |
E—Jﬁ Repositories Name frigate
EB E:hipl_test Metwork Mame — 192.168.02
n?ﬁ Rational Test Datahase Operating System Solaris 25
o Users Description E3600 IPL Server
0 Admin
s
r—Jﬁ Groups
. Administatars
- &% Fublic

Delaul - Fratkosal Fobol

Fik Edi “iw Famid [Oebug [med Toos  Windos Haolp

(A8 BH: R XS e 08 BERARE

#include b

1ot stark;

gtring LogFile;

gtring Delayfile;

LAt opn:

Lnt delayl:

inkt 1;

int dfile;

int currant;

inkt naxt;

F Gt Heley Tanibes P deldvin Gt #
[elayfile="d:-delayvno.tat";

Piile = open{Ielaytila. "r"):
feank(dfila.0.0):

fecanfidfile, "<d ¥4'. Senrrent. &mext):
closa(dfila):

gtart = 1;
1f [eurment ¢ mezt) |
start = 15000 = _upid;
display["“Delaying Eor: * + 1toaistart)):
* jelay for 15 serands beCwesn STATT-UpS per
delay(start) !

I

1. Create a Rational repository in Rational
Administrator to store test assets.

28 October, 1999
AFRL/IFEB

if lcnrrent 3= nextl T

| kil | I

=B

L« [=]

il onpiling loadipll.s...
0 warningi(s].- 0 erroc(s)
I Build | Cores
onE 001 Admn

2. Record scriptsin Rational Robot that emul ate
client/server conversations.

12



Using Performance Studio
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3. Create schedules in rational Loadtest that
emulate client sending requests to a server
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4. Run and monitor the schedules as they add load
to your database and Web servers.
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Testing

* Run varying load scenarios and collect
performance data

Monitor performance features during testing

Test runs are automated using Rational
Performance Studio

* Performance metric datais recorded by
_andmark’ s PerformanceWorks, SE Toolkit,
Ethereal, Memtool, Proctool, and Strace
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Analysis

* Analyze client throughput looking for anamolies
and constraints

e Compare performance data with recommended
guidelines and expected behavior

o Compare performance data before/after
configuration changes and tuning

o Use capacity planning modelsto improve
performance, implement results of models where
possible
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Analysisfor Performance Tuning

e OS configuration; e.g., priority paging, dynamic
load balancing

« DBMS configuration, e.g. query caching

* Network topology and configuration, e.g., buffer
sizes for network subsystems

e Hardware recommendations, e.g., more or faster
Processors
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Analysisfor
Performance Troubleshooting

* Network problems, e.g., high collision or re-
transmission rates
 |/O bottlenecks, e.g., high activity on single disk

* High context switching or mutex locking (high
kernal resource contention and/or inefficient use
of multiple CPU’s)
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The Case for Capacity Planning

~ZUNITRIG

A DWIEITH OF TEREX CORPORARR
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Capacity Planning

e Use data collected during performance testing to
model system performance

* Allows“what if” analysisfor relating hardware
and software configuration features to anticipated
load

o Landmark Predictor providestoolsfor data
collection, system modeling, and analysis
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AFRL/IFEB

19



PACE Software Tools

Rational Performance Studio
Landmark PerformanceWorks and Predictor
Other Tools

— SE Toolkit (kernel performance metrics)
— MemTool (memory utilization)

— ProcTool (process information)

— Ethereal (network analysis)

— Strace (system call traces)

Solaris built-ins
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AFRL/IFEB



PACE Hardware

e Sun Enterprise 5500, 8 CPU, 8 Ghyte RAM, 128 Ghyte storage array
e Sun Enterprise 3500, 4 CPU, 5 Gbyte RAM, 128 Ghbyte storage array
e Sun Enterprise 3000, 4 CPU, 2 Gbyte RAM

* Network Appliancefile server, 32 Gbytes

o 2 Sun Ultra-10 workstations, 512 Mb and 1 Gbyte RAM

e 1 Sun Ultra-5 workstation, 128 Mb RAM.

e 2 dual-processor 450 Mhz Pentium Il PCs, 512 Mb and 1 Gbyte RAM
100 Mbit/sec EtherSwitch (upgrading to ATM).

28 October, 1999
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PACE Accomplishments

« MIDB, DAWS, IPL, 5D, RAAP consolidation for
USCENTCOM
— installed on 3 E-4000 servers at USCENTCOM
» Unclassified consolidated application server for
testing analysis procedures. (Uses RAAP, 5D and
|PL)

28 October, 1999
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Current Efforts

e |ESS-RMS consolidation started 9/98 but RM S installation
at AFRL/IFEB cancelled by NIMA/SOM 12/98

Conducting independent IESS - IPL consolidation for

AFDCGS
— Consolidation onto an E-5500 Solaris 2.6 platform

— Currently completing IPL characterization
o Support for Information Assurance Automated Intrusion

Detection Environment (IA:AIDE) analysis
— Capacity planning for Oracle database
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PACE Architecturefor NIMA CAS
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|PL Performance Analysis

* |PL (Image Product Library) provides arepository
of Image products where items may be queried
and delivered either electronically or via
conventional means

* |PL analysiswas undertaken in order to
consolidate with IESS

 |PL analysisallowed refinement of performance
analysis methods and supporting tools

28 October, 1999
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|PL Analysis Approach

o |PL 2.01 installed on E-3500 with 4 processors
and 5 Gb RAM, 128 Ghyte drive array

* Broadsword Gatekeeper installed on separate
machine so IPL performance could be isolated.

e Testsof product ingestion and small and large
client queries conducted using 366-1000 products

o Automated testing and measurement tools used to
simulate user interaction and collect and analyze
performance metrics

28 October, 1999
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|PL Installation Notes

* Could not use current Sun recommended patches

 Did not use recommended shell for ‘dummy?2’ user
(/bin/FALSE)

 Auditing flags were not enabled and Client Server
Environment (CSE) was not installed

* DNS used for host name lookup

o All data except for database devices were on RAID
volumes

28 October, 1999
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|PL Characterization

e Two main operating modes
— Ingestion instantiates products one at atime
— Querying is multithreaded

» Exorbitant use of network ports makes consolidation
difficult and hinders uninterrupted operation

e Memory reguirements for acceptable operational
performance conflict with vendor configurations

 Ingestion exhibits high kernel resource contention

* Heavy dependence on disk I/O during queries mandates
proper load balancing to ensure adeguate performance
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|PL Characterization
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|PL Load Generation

* Four Test Cases

— Ingestion. Broadsword on separate server (LDK5)

— Query (large/small). Broadsword on same server
(LDK®6)

— Ingestion/Query. Broadsword on separate server
(LDK7)

— 11 concurrent user query test. Broadsword was
replaced by Performance Studio (R11)

28 October, 1999
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|PL Load Generation

o Initial ingestion tests were manual copy of ~125 image
products into the auto-ingest directory

» Queries were single user and returned 237 records (large)
and 97 records (small)

» Estimates from SEToolkit and Predictor
» scaled CPU use as reported by vmstat.se => 8 users possible
» scaled CPU use as reported by device utilization analysis report =>
28 users possible
* repeated trials indicated maximum of 11 users possible.

» The 11 user test used a 63 record query,

28 October, 1999
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|PL Testing

 Performance Studio generates load using GUI or virtual
users

o SEToolkit, Unix Smart Agent (SA), Memtool, Etheredl,
and Proctool record and display data at 60 sec intervals

 Datais cross-checked between SEToolkit and Unix SA

28 October, 1999
AFRL/IFEB

32



|PL Testing

e SEToolkit was also used to monitor machine under test at
higher frequencies to view transient events

 Processor, process, disk activity recorded by Unix SA for
capacity planning

» Datarecorded in ASCII filesfor input to Excel
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SEToolkit Real-time Monitoring

BS

W T CP Monitor: frigate [, Smeter; frigate

Faram=s. .. Aot oo

|PL running in a quiescent mode
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IPL Analysis

» Results/Conclusions are based on test cases described

e Erratic IPL behavior made testing difficult

 Results varied when tests were repeated

* Monte Carlo analysis was not possible

e |PL’s greatest encumbrance is CPU servicing of the
network driver

 Memory use under peak load conditions (R11) was ~3 Gb
and memory was not reclaimed

28 October, 1999
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|PL Memory Usage
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IPL Analysis

e Number of 1/O ports and connections in use was high; ~125
portsidling, ~700 ports processing

e Ingestion is predominately single threaded and heavily 1/O
bound

» Queries have apropensity to expend 1/O resources and
require large amounts of memory

o All test activity showed high mutex locking with attendant
system calls and context switching
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|PL Mutex Locks/Context Switches
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System Calls: Number of callsto system provided services by all processes.
Context Switching: Number of Involuntary and voluntary process cpu/memory switching
Interrupts:Number of events that temporarily divert execution to service interrupting device/application.
Mutex Exclusion Locks: 200/sec very busy, > 500/sec warning condition
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IPL Analysis - Capacity Planning

 Landmark Systems Predictor used for capacity planning

— Transfer function is an analytic queuing model with >90% accuracy

— Algorithms tuned for steady-state heavy |oad conditions

— Datafrom Unix SA averaged into 15 minute intervals

— Models describe average system behavior in order to predict service levels
and resource usage

— Baseline model of system activity created first using Unix SA data

28 October, 1999
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IPL Analysis - Capacity Planning

« Analysis of R11 data, 11 concurrent users continuously
doing a 63 record query

 \Workload components defined by process for IPL,
Sybase, and Remainder

 View Data module revealed the following in the averaged

Unix SA data

— Physical & logical page inputs/outputs are 0.0 for all intervals

— Number of free swap pages constant for al intervals

— %CPU use of (87, 82, 100, 100, 84, 100, 100, 100), threshold is 95%
— %CPU I/O wait < 5, al intervals, threshold is 5%

— %CPU ldle< 25, dll intervas, threshold is 25%

— %CPU usewas 10 - 17 system, 68 - 88 user

— %Disk use <= 13, all disks, al intervals, threshold is 30%

— SSD8,12,15 had high wait times (1000 - 3000 ms), other disks had 0.0
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IPL Analysis - Capacity Planning

Projection Points (PP) defined from View Data output

Projection Point (What If)

| mplementation of Result

CPU upgrade, add four CPUs,
same speed as originals (400
MHZz) (PP1)

Add CPU cardsto chassis if
expansion is possible

Disk upgrade for SSD8, 12, 15,
use 1/2 of original service times
(PP2)

Obtain faster disksif possible
and/or add more disks

Redistribute workload on
SSDS, 12, 15 with SSD11, 14
based on response times (PP3)

Move files and/or applications
among existing disks and/or
add more disks

28 October, 1999
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Source of Graphed Results

* Remainder Workload Component does actual I/O transfers
and has maximum effect on CPU utilization

* IPL Sybase Workload Component had minimal effect on
/0 and CPU

 |PL Workload Component, excluding system calls, had
minimal effect on 1/0 and CPU

 Results reported for Remainder Component
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Results for PP2 - Faster Disks
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Results for PP3 - New Workload

Device Utilization - New Workload

Response Times - New Workload

7 0.09
6 _ 0.08 —
0.07
Lo 0.06
§ 4 @ baseline © 0.05 1 @ baseline
53 W pp3 @ 0.04 W pp3
o
5 | 0.03 1
0.02 +
1 0.01
0 - O ,
ssd8 ssd12 ssd15 ssdl1l ssdil4 ssd8  ssdi12 ssd15 ssdll ssd14
CPU and /O Results - New Workload Memory Statistics - New Workload
70 1.4
60 1.2
50 T 1 u
40 T B baseline| | 08 ] @ baseline
g 30 - B pp3 0.6 M pp3
20 T 0.4 T
10 T 02 i —
0 0
cpu busy cpu ging ilo busy ilo ging Sys resp res time avg # sys avg # mem
28 October, 1999
44

AFRL/IFEB




Summary

* PACE providesthe means for more cost-effective
application deployment

— Immediate savings on hardware/software O& M costs

— Eventual savings on redundant application functionality, system
administration staff

* PACE enhances software quality

— ldentify and resolve performance issues during design and
development

— Insure that anticipated performance demands can be met
— Insure that desired application consolidation isviable
— Provides amethod to record and analyze performance metrics

— Allowsfor capacity planning to predict system service levels and
28 October, 1989 [@S0OUICE USage.
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